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# Abstract

# Introduction

Data is now seen as one of the most valuable resources in the world, even surpassing the value of oil [1]. Data has become an essential facet of the world economy, with great efforts being made to organize, categorize and work with available data. An important aspect of such work is the pruning of datasets, which involves preprocessing datasets to remove suboptimal data, such as noisy or mislabeled data, to reduce the effect ‘bad’ training examples may have on performance e.g. overfitting to outliers. This study examines the effects of dataset pruning on machine learning algorithms with the aim of identifying both advantages and disadvantages of dataset pruning to highlight situations in which dataset pruning would provide optimal results and underscore circumstances where dataset pruning would be unfavorable.

# Related Work

Dataset pruning research delves into multiple areas of study, ranging from business retail to computational linguistics. Kunz et al. note that data pruning is often a requisite of imperfect datasets. While this process improves aggregate model scores, if not carefully executed it can lead to bias and suboptimal model estimates [2]. Further research identified similar trends. The results of dataset pruning was gauged using eight benchmark tests, with five tests showing improvements, illustrating the often inconsistent nature of dataset pruning [3]. Anelia Angelova also notes ”that the learning algorithm might be better off when some training examples are discarded” [4]. Previous research points to the inconsistent nature of data pruning.

# methodology

Describe the machine learning algorithms selected and how you went about selecting appropriate values for the algorithm parameters. Present plots justifying your choices and discuss your decisions. Given the limited time you have, we do not expect a perfectly tuned system. Rather it is the critical discussion here that is important, and this should cover the major issues affecting your choices plus the level of uncertainty that your analysis indicates for the parameter choices. Also, explain and justify how you evaluate your work (e.g. chosen metrics, how training and test data was split …).

The effects of dataset pruning were examined using UCI’s Auto-Mpg Data. This dataset details the following information pertaining to automobiles:

1. mpg: continuous

2. cylinders: multi-valued discrete

3. displacement: continuous

4. horsepower: continuous

5. weight: continuous

6. acceleration: continuous

7. model year: multi-valued discrete

8. origin: multi-valued discrete

9. car name: string (unique for each instance) [5]

This dataset was chosen as it as it allowed for the study of data pruning on various variable types, including integers and strings. The dataset allowed for research into the differences that occur after the dataset pruning of variables of the same type. The dataset also contained 398 instances, providing a large sample size, while also containing missing values, which provided us with the opportunity to examine the effects of dataset pruning on imperfect datasets. Three pruning strategies were employed and compared:

1. Minimum error – Data entry errors and mistakes were removed to create an ideal dataset.
2. Grubb’s Test – statistical test to detect extreme outliers which were then removed from the dataset.
3. None – The data was not preprocessed at all

# Results & Discussion

Present, explain and discuss the results that you obtained. Include tables and figures where appropriate. Finally, answer clearly the research question. The answer must be based only on your own experiments and results. Discuss your results also under consideration of the related work. For instance, are your results confirming the results of related work or contradicting it?

# limitations & outlook

Discuss the limitations of your work, and what steps you would undertake next if you were to continue the project.
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